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We consider a closed queuing network with batch service and movements of customers in con-
tinuous time. Each node in the queueing network is an infinite capacity single server queueing
system under a RANDOM discipline. Customers move among the nodes following a routing ma-
trix. Customers are served in batches of a fixed size. If a number of customers in a node is less
than the size, the server of the system is idle until the required number of customers arrive at the
node. An arriving at a node customer is placed in the queue if the server is busy. The batch ser-
vice time is exponentially distributed. After a batch finishes its execution at a node, each customer
of the batch, regardless of other customers of the batch, immediately moves to another node in
accordance with the routing probability. This article presents an analysis of the queueing network
using a Markov chain with continuous time. The generator matrix is constructed for the underlying
Markov chain. We obtain expressions for the performance measures. Some numerical examples
are provided. The results can be used for the performance analysis manufacturing systems, pas-
senger and freight transport systems, as well as information and computing systems with parallel
processing and transmission of information.
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INTRODUCTION

Queueing models are widely used for system performance evaluation and prediction
for different classes of real systems. Some examples of these systems include telecom-
munication, computing, traffic engineering, health care, and much more. There is a
large number of works focused on queueing networks where customers are served one
at a time [1-3].

However, there are a lot of systems where customers are served in batches (transport
vehicles, busses, ship locks). M. L. Chaudhry and J. G. C. Templeton [4] presents an
overview of the main results for queueing systems with batch service. More results can
be found in [5-7]. Furthermore, in telecommunications, packets are grouped in batches
and these batches are transmitted instead of each packet individually. The most natural
models for this systems are queueing networks with batch service and movements.
Thus batch service and movements queueing networks are a generalization of queueing
networks and allow to model more complicated systems.
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Discrete-time open queueing networks with batch service were considered in [8-10].
The networks are realistic and practical for modeling wireless sensor networks, ATM,
slotted ALOHA. It is worth mentioning, there is a product form stationary distribu-
tion for the queueing networks. For example, C. Malchin and H. Daduna [9] extends
product form results for discrete-time open queueing networks to include availability of
unreliable nodes and state dependent arrival rates.

Customer coalescence was considered in [10]. At a service completion the entire
batch coalesces into a single unit, and it either leaves the system or goes to another
node according to given routing probabilities. When the batch sizes are identical to one,
the network reduces to a classical Jackson network.

A queueing network with triggered concurrent batch arrivals and batch services
was considered in [11]. The batch movement can also be triggered by arrivals and/or
departures. Specifically, an arriving or departing batch may induce another event to
occur before they are routed. This triggered event may either be the addition of a batch
of customers to the network, or the removal of a batch of customers from the network.
For this network, its stationary distribution has a product form.

Non-product form queueing networks are considered in [12]. For this networks the
decomposition method for ordinary single class open queueing networks is extended
to queueing networks with batch processing. A comparison study with discrete event
simulation as benchmark shows that the approach provides fairly good results for a
wide range of applications. The model has been integrated into a software system for
analysing large scale semiconductor manufacturing systems.

In this article, we consider a closed continuous-time queuing network with batch
service and movements of customers. Each node in the queueing network is an infinite
capacity single server queueing system under a RANDOM discipline. Customers move
among the nodes following a routing matrix. Customers are served in batches of a fixed
size. If a number of customers in a node is less than the size, the server of the system
is idle until the required number of customers arrive at the system. An arriving at a
node customer is placed in the queue if the server is busy. The batch service time is
exponentially distributed. After a batch finishes its execution at a node, each customer
of the batch, regardless of other customers of the batch, immediately moves to another
node in accordance with the routing probability.

The remainder of the paper is organized as follows. Section 2 describes the queueing
network under consideration. In section 3 we obtain the stationary distribution and
performance measures. Section 4 provides a numerical example. Finally, a section of
conclusions commenting the main research contributions of this paper is presented.

1. THE MODEL

Consider a continuous-time closed queueing network consisting of L nodes .S;,
i€l ={1,...,L}. There are H customers in the network.

Each node S;, i = 1,..., L, operates like an infinite capacity single-server queueing
system under a RANDOM discipline. An arriving at a node customer is placed in the
queue if the server is busy. Customers are served in batches, let g; be the customer
batch size for node S;. If a number of customers in the queue is less than the size, the
server is idle until the required number of customers arrive at the node. The service of
a batch is started immediately after there are at least g; customers in the queue.

After a batch finishes its execution at a node, the customers leave the node and move
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independently between nodes according to routing matrix © = (6;;), ¢,j = 1,...,L.
Upon service completion at node S;, a customer may go to node S; with probability 6;;,
i,j =1,..., L. The service times of batches at node S; have an exponential distribution
with parameter p;, i =1,... L.

Let s; be the number of customers at node S;, ¢ = 1,..., L. The network state
is described by a vector s = (si,...,s7). Denote by X = {s: s; >0, Zle S; = H}

the state space of the queueing network, |[X| = (Hzrfl_l) By V; denote the set
V;:{]EI 01J>0},Z:1,,L

Consider a transition from state s € X to state s € X, s # .

1. Let a batch complete its service at node S;, ¢ € I, and thus g¢; customers leave
node S;. Denote by d = (dy,...,dy) a vector representing departing customers, all
components of the vector equal to 0, except the ith, which is g;. Let D be the set
of the departing vectors, |D| = L.

2. Each of d; customers goes independently to nodes according to the routing matrix.

3. Let the size of a batch arriving at node S; be a;, j =1,..., L, then d; = 3,y a;.
Thus vector a = (ay,...,ar) represents the entering customers. Denote by A the
set of the entering vectors, |4 = > (41,

4. Thus for the transition s’ = s — d + a.

2. PERFORMANCE MEASURES

The process {s(t),t > 0} is a continuous time Markov chain on the state space X. It
is known, the transition rate ¢(s,s’) from state s to state s’ has the following form [13]:

q(s,8) = > u(s,d)p(d,a), deD, acA seX, (1)
s'eX,
s'=s—d+a
u(s, d) is a function associated with the service rates of the network, p(d, a) is a function
associated with the routing probabilities of the network.
According to the service policy we have

L
u(s,d) =Y pl(s; > dy), (2)
=1
where 1(s; > d;) =1, if s; > d;, and 1(s; > d;) = 0 otherwise.

Let a batch finish its service at node S;, customers arrive at nodes according to
vector a. Denote by (; the random variable representing the size of the arriving batch
at node S;. As customers go between nodes independently on each other, the random
variables are independent random variables with the multinomial distribution. Thus we
can write

d; Lo
FPo(Gi=ar,....¢L=ag) = <a1 (IL>I| 0;; -
e =

In this case, p(d,a) represents the probability distribution for the sizes of arriving
batches, where

L

di L a;
p(d,a)zg (al aL)”eijJ’ di:E aj, deD, acA. 3)
e e

i=1 JEV;
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Substituting u(s,d) and p(d,a) in (1) into (2) and (3), we get

L L
di a;
q(s,s') = g g pil(s; >di)<a1 aL) Heij’ seX, d; = g aj, d€ D, a € A.
e i

s'ex, =1 JEV;
s'=s—d+a

The stationary distribution 7 = (n(s)), s € X, for the queueuing network can be
obtained as a solution of the following equations

mQ =0, Zﬁ(s) =1,

seX

where () is the generator matrix, @ = (¢(s, ), s,s € X.

Once the stationary distribution is computed, a variety of other performance mea-
sures may be obtained.

The average number s; of customers at the node 5;

the arrival rate \; to node S;

/\i:mdi<1—zdiz_:17r(s)>, i=1,...,L,

seX s;=0

the average response time @; for node S;

_Z = _Z7 - 17 7L7
u N 1
the average idle time v; for node S;
di—1
> (di = k) > 7(s)
k=0 se;Xk,
V; = a1 s Z:]_,...,L,
Ai >0 ) m(s)
k=0 seX,
87;:]{7
the average waiting time w; for node S;
1
W= — —, i=1,...,L,
i

the average number b; of customers in the queue for node S;

bzzﬂ)z)\l, 221,,[/
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3. NUMERICAL RESULTS

Consider a queueing networks which consists of L = 5 nodes with service rates

p=(0.5,0.8,0.4,0.5,0.6) and routing matrix ©, where

(0.0 0.3 0.5 0.0 0.2]
0.4 0.0 0.1 0.5 0.0
0.2 0.2 0.0 0.3 0.3
0.0 0.6 02 0.0 02

0.7 0.0 0.1 0.2 0.0

There are H = 10 customers in the network.
Table represents the performance measures for several service batch sizes.

Table
Performance measures for different values of batch sizes

g (2,2,2,2,2) (1,3,2,3,1) (1,1,1,1,1)
5 | (2.51,1.50,2.62,2.08,1.28) | (3.61,1.66,1.85,1.97,0.91) | (2.95,0.96,3.37,2.01,0.71)
A | (0.61,0.60,0.51,0.53,0.38) | (0.46,0.45,0.38,0.40,0.29) | (0.41,0.40,0.34,0.35,0.25)
w | (4.11,2.49,5.16,3.93,3.37) | (7.87,3.66,4.83,4.93,3.16) | (7.24,2.39,9.90,5.67,2.80)
v | (2.24,2.31,2.68,2.55,3.68) | (2.18,4.00,3.57,4.28,3.49) | (2.46,2.48,2.94,2.82,3.93)
w | (2.11,1.24,2.66,1.93,1.71) | (5.87,2.41,2.33,2.93,1.49) | (5.24,1.14,7.40, 3.70,1.13)
b | (1.29,0.75,1.36,1.02,0.65) | (2.70,1.09,0.90,1.17,0.43) | (2.13,0.46,2.52,1.30,0.29)

Note that for ¢ = (1,1,1,1,1), it is a Gordon— Newell network. We see that the
arrival rates for the network with ¢ = (2,2,2,2,2) are greater than for the network
where g = (2,2,2,2,2). However, the average response times for g = (2,2,2,2,2) are
less, expecting the average response time for S5. There are large batch sizes for S, and
S, in the network with ¢ = (1,3,2,3,1) whereas there are H = 10 customers in the
network. We have the similar values for arrival rates, but other performance measures
differ significantly.

CONCLUSION

This paper analyzed a closed queueing network with batch service. We obtain the
stationary distribution of the network and its performance measures. At the end, some
examples are presented. The results can be used for the performance analysis of trans-
port vehicles, telecommunication systems, manufacturing systems and in the design of
factories, shops, offices and hospitals.
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PaccmaTpurBaeTcs 3aMKHyTasi CeTb MaccoBOro 06CnyXMUBaHUS C rPynrnoBbIM 06CNyXMBAHUEM,
rpynnoBbIMK nepexonamn TpeboBaHuiA 1 HernpepbiBHbIM BpemeHeM. Kaxpas cuctema obeny-
XMBaHMUSI CETU COCTOUT U3 0AHOro npubopa 1 ovepean HeckoHeyHon anvHbl. B cooTBeTCTBUM
C MaplWpyTHON MaTpuuei cetu Mexmay CUCTEMaMy MaccoBOro OOCMYyXMBAHUSI OCYILECTB-
naTCa nepexonbl TpeboBaHWi ofHOro knacca. OnntenbHOCTU 06CnyXuBaHMs TpeboBaHWi
npnbopamm CUCTEM SABASIOTCS SKCMOHEHLMANBHO pacnpeneneHHbIMIU ClyYaiHbIMU BEMYUHAMN.
O6cnyxumBaHne TpeboBaHMWii B cucTemMax Npou3BoaMTCS rpynnamMm oMKCUPOBAHHOIO pasMepa.
Ecnn umcno TtpeboBaHWiAi, HaxXOOSWMXCA B CUCTEMe OOCYXMBaHWS, MeHblle 3a4aHHOro
pasMepa rpynnbl, To ob6cnyXusawwmini Nprubop CUCTEMbl NPOCTauMBaeT OO MOMeHTa npubbl-
TUS B cUCTeMy Heobxoammoro yucna tpebosaHuii. Ecnn xe npubop 3aHAT obcnyXMBaHUEM
rpynnel TpeboBaHWiA, TO BHOBb Mpuxonsiwmne TpeboBaHWS CTAHOBSTCA B O4Yepedb CUCTEMbI.
Bbibop TpeboBaHuii 13 ouvepenn ocyllecTensietcs cornacHo aucumnnuHe RANDOM. lMocne
3aBeplieHnst obcnyXmBaHusl B cuctemMe Kaxaoe TpeboBaHune rpynmnbl HE3aBUCKUMO OT APYrux
TpeboBaHWin B COOTBETCTBMM C MapLpPYTHOW BEPOSTHOCTbIO MTHOBEHHO NMEPEXOAMT B APYryto
cuctemy obcnyxusaHus. [MpennoxeH MeTon aHanma3a cetu 06CnyXMBaHWs OAHHOrO BUAa C
ncrnonb3oBaHveM Leny MapkoBa ¢ HenpepbiBHbIM BpeMeHeM. [lng mogenbHoi uenn Mapkosa
MocTpoeHa MaTpuLla MHTEHCUBHOCTEN NepexonoBs. MNonyyeHbl BbIpaXXeHUst NS BbIYUCNEHUS CTa-
LIMOHaPHbIX XapakTepucTMK CUCTEM MaccoBOro obcnykmBaHust paccMatpusaemoii cetu. MNpree-
LeH MpuUMep YMCNEHHOro aHanuaa ceT MaccoBoro obcnyxuneaHus. MNonyyeHHble pesynbTaTtbl
MOryT 6bITb MCMONb30BaHbI 4/15 PELWEHNS 3a4a4 PacrpeLeneHns pecypcoB, aHannsa npovsBso-
CTBEHHbIX CUCTEM, CUCTEM MACCAXUPCKMX U IPY30BbIX NMEPEBO30OK, @ TakXe MHHOPMALIMOHHBIX
1 BbIYMCNNTENbHBIX CUCTEM C NapannenbHoin 06paboTkol 1 nepenayein MHpopmaumu.

Knro4eBble cnoBa: cetn MaccoBoro obcrnyxuBaHusi, Frpynnosoe ob¢cnyxusaHue, Lenu Mapkosa.
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