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Abstract. The further development of society directly depends on the use of technologies
connected with processing data arrays and identifying patterns with the help of computer means.
In this study, machine learning methods allowed us to analyze technological trends using large
open-source data on patents, which enable predicting future skills in demand in the labor market.
It is of major importance in the context of the rapid development of technology, leading to
large-scale technological changes that transform the social conditions of human life as a whole,
the requirements for the skills of people, which in the future will cause the emergence of new
specialties and the disappearance of existing professions. For this purpose, predictive regression
models of groups of patents according to the International Patent Classification are built using
machine-learning methods — classical forecasting methods, such as naive forecasting, simple
exponential smoothing, and ARIMA. As a result of comparing the quality of the constructed
models and choosing the best one, ARIMA models were identified, showing “fading” technologies
if there is a decrease in the number of patents; promising technological directions if the growth
is stable; or “breakthrough” technologies if there has been a sharp increase in recent years.
The input variables of the models were the series of dynamics of patents of different classes
in the form of historical data, the output variables were the predicted values of the number
of patents of these classes of a certain technological trend. The algorithm was implemented
in the high-level Python programming language. The research results will enable authorities,
employers, educational institutions, etc. to make a forecast of the demand for existing, as well as
new professional skills and competencies in the labor market.
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AnHoranusa. [lanpHeliliee pasBuUTHe 00IIeCTBa HAMPSIMYIO 3aBUCHT OT MCIOJIb30BAHHUS TEXHOJNOTHH,
CBfI3aHHBIX ¢ 00pabOTKOH MacCHBOB JAHHBIX U BBISIBJEHHS 3aKOHOMEPHOCTEH KOMIIbIOTEPHBIMH
cpencTBaMH. B naHHOM Mcc/ieioBaHWH METOABl MAalIMHHOTO 06yUeHHs MO3BOJIU/M NPOBECTH aHa-
JIU3 TEXHOJIOTHUECKHUX TPEHAOB MO OGOJbIINM HAHHBIM H3 OTKPBITOTO MCTOUHHMKA O MaTeHTaXx,
TMO3BOJISIOLINX MpencKa3ath B OyaylleM HaBbIKH, BOCTPeOOBAaHHBIE HA PbIHKE Tpyda. DTO HMeeT
BaKHOe 3HaYeHHe B YCJOBHUAX CTPEMHUTE/bHOIO PA3BHUTHS TEXHOJIOTHH, NMPUBOASAILIMX K MacliTad-
HBIM TE€XHOJIOTHUECKHM HW3MeHEeHHSM, MEeHSIIOIIUM COLHaJbHble YCJIOBUS JKM3HH UeJIOBEUECTBA B
1eJsoM, TpeOOBaHUS K HaBbIKAM JIIOAEH, KOTOpPble B Ja/ibHEHILEM BbI30BYT BO3HUKHOBEHHE HOBBIX
CTeLHaJbHOCTEH M HCUYe3HOBEHHE CYIIEeCTBYIOLIMX HblHe mpodeccuil. C 3ToH Lesbi0o B padoTe
MIOCTPOEHBI NPEeIUKTUBHbIE PErPECCHOHHbIE MOIENH I'PYII MaTeHTOB coryacHo MexayHaponHoH
MaTeHTHOH KJ/acCH(UKALHUX TIPH NMOMOLIY METOI0B MAalIMHHOIO 00y4YeHUs] — KJacCUYeCKHX MeTO/0B
MPOTHO3UPOBAHHUS, TAKUX KAaK HAHBHOE MPOTHO3WPOBAaHME, MPOCTOE IKCMOHEHIHAJNbHOE CTJIAaXKU-
BaHue 1 ARIMA. B pesynbrare cpaBHeHHsI KauecTBa MOCTPOEHHBIX MOAeJeH U BbIOOpa JydlleH
Oblk BbisiBJeHb Mofesin ARIMA, nokasbiBaioliye: «yracalide» TeXHOJOTHH, eCIH POUCXOANUT
CHMKeHHe YHCJa NMaTeHTOB; NepCreKTHBHbBlEe TeXHOJOTHUYeCKHe HanpaBJaeHUs, ecau Hab/o1aeTcs
CTaOUJIBHBIA POCT; UJIH «IIPOPBIBHBIE» TE€XHOJIOTHH, €CJIM NPOU30LIeJ Pe3KUH POCT 3a MoCJeqHUe
ronpl. BXogHBIMU NepeMeHHBIMH MoOneJieH SIBUJIUCh Psillbl JUHAMHKH MAaTEHTOB Pa3HbIX KJACCOB B
BHJe UCTOPUYECKUX NAHHBIX, BHIXOAHBIMH — MPOTHO3HbIE 3HAYEHHUS YHCJA MAaTEHTOB 3THUX KJ/aCCOB
OTpe/ieIeHHOr0 TeXHOJIOTHUECKOTO TpeHa. AJITOPUTM peasn30BbIBaJICS HA BBICOKOYPOBHEBOM fI3bIKE
nporpamMmupoBanust Python. Pesynbrathl Hcc/ienoBaHus MO3BOJIAT OpraHaM BJacTH, pabOTOLATENSIM,
06pa3oBaTe/bHbIM YUPEXKAEHUSIM U T. . CAJaTh MPOTHO3 BOCTPeOOBAHHOCTH HbIHE CYILECTBYIOLIUX,
a Tak»Ke HOBBIX MPO(eCcCHOHANBHBIX HABBIKOB M KOMIIETEHLHH Ha PBIHKE TpyIa.
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Introduction

Under the conditions of rapidly advancing technology, many of the workforce processes
will be automated or disappear due to a dramatic economic shift, significant disruptions
in the labor market will occur, and businesses around the world may face risks from a
shortage of skilled labor. In this regard, the state should comprehensively assess the
potential prospects in the labor market, in accordance with this, update the educational
strategy, systematically predict the evolution of skills in the future for the timely
formation of professional competencies relevant to the labor market.

In our opinion, the demanded professions and skills can also be seen by focusing on
technological trends emerging in the patent market. Patents usually protect what should
appear on the market in five to seven years. Accordingly, if an increase in the number of
patents in a certain area is visible, then we can conclude what will be in trend in the
next few years, what knowledge and skills will be needed. For this, the study developed
an algorithm for constructing predictive regression models for the number of patents
using machine learning methods in the Python programming language.

1. Description of the algorithm and the used tools

At the first stage, data collecting was carried out. The primary initial data for the
analysis were time series for different classes of patents according to the International
Patent Classification (hereinafter — IPC) from the open portal https://www.lens.org for
the period 2010-2020 which makes 2,250,000 records.

Further, a preliminary analysis of the data was made. Description of the source data
and data cleaning and preparation for further analysis were accomplished. After this
stage, 1,123,189 records remained, as well as 31 attributes.

Then the grouping of patents was carried out — from the set of data, patents were
selected in the context of subsections according to the IPC and visualization of data
by groups of patents, i.e. building time series in the form of line charts to identify
technology trends:

- “dying” technologies (if there is a decrease in the number of patents);

- promising technological directions (if the growth is stable);

— “breakthrough” technologies (if there is exponential development, that is, a sharp
increase in recent years).

At the next stage, predictive regression models of subsections / classes of patents
according to the IPC were built on the basis of time series using machine learning
methods — classical forecasting methods: naive forecasting, simple exponential smoothing,
and ARIMA.

Time series of patents for 2010-2016 were selected as a training sample, patents for
2017-2019 were selected as a test sample. The forecast was based on 2020-2022. Next,
we compared the results for assessing the quality of the models — the root mean square
error (RMSE), which is necessary to check the accuracy of the models on test data, and
select the best model.

The tool was the Python 3.8.5 programming language in Python. When developing
the program code, the Python libraries were used: OS, Requests, NumPy, Matplotlib,
Scikit-Learn.
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2. Predictive modeling of technology trends to identify future skills
in the labor market

According to experts, simple classical methods such as linear methods and exponential
smoothing outperform complex methods such as decision trees, multilayer perceptrons
(MLP), and long-term short-term memory (LSTM) network models. The research was
carried out on a diverse set of more than 1000 one-dimensional time series forecasting
problems. The results showed that deep learning methods have not yet met their
expectations for univariate time series forecasting, and there is still a lot of work to
be done in their development [1]. Therefore, in this work, predictive regression models
are developed using classical forecasting methods, such as naive forecasting, simple
exponential smoothing, and ARIMA [2].

As an implementation of the algorithm, the article presents examples of different
technological trends by groups of patents according to the IPC. Therefore, in Figures 1,
2, 3, there are groups of patents that can be attributed to technological trends of future
development, since they show a steady increase in the number of patents. The best model
was the ARIMA model, as evidenced by the low RMSE (Table 1).
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Table 1
Root mean square error (RMSE) of patent subsections B22, A63 and A61

IPC patent subsections Naive Forecasting | Simple Exponential Smoothing | ARIMA
B22 “Foundry produc- 242.0 2647 4 921.6
tion; powder metallurgy
AB3  “Sports;  games; 1672.7 2982.5 129.8
entertainment
AB1 "Medicine and Vete- 23103.9 24688.9 15724.4
rinary Medicine; hygiene

Examples of “dying” technology trends are shown in Table 2 and Figures 4, 5.

In recent years, there has been a strong decline in patents for bookbinding, animal
and vegetable oils. In the first case, from 2015, in the second, from 2017.

Examples of “breakthrough” technologies include patents of subsections B64 “Aero-
nautics; aviation; cosmonautics”; B33 “Layer-by-layer synthesis technology” which
refer to patents related to the manufacture of three-dimensional (3D) objects with
the help of additive deposition, additive agglomeration or additional layering, for example,

Table 2
Root mean square error (RMSE) of patent subsections B42 and Cl11
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through 3D printing, stereolithography, or selective laser sintering; class of patents —
B22F “Powder metallurgy, production of products from metal powders” (Table 3 and
Figures 6, 7, 8). Therefore, we can conclude that the labor market will continue to have
a high demand for specialists and skills in these areas of activity.

Table 3
Root mean square error (RMSE) of subsections /classes of patents B64, B33, B22F

[PC patent subsections | Naive Forecasting | Simple Exponential Smoothing | ARIMA
B64 “Aeronautics;
| seronalies 653.2 4089.9 577.5
aviation; cosmonautics
B33 "Layer-by-1
Ayeryayer 1192.4 2136.6 720.2
synthesis technology
B22F “Powder metal-
lurgy, production  of 306.8 2252 4 173.3
products from metal
powders"
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In all of the abovementioned examples of predicting the number of patents in the
context of patent subsections according to IPC by machine learning methods — naive
forecasting, simple exponential smoothing, and ARIMA — the best model is the ARIMA
model, as evidenced by the low root mean square error (RMSE).

Thus, technological trends show that, depending on their development, it is possible
to predict the demand for existing or new skills and professions, as well as their training,
i.e. having big data, it is possible to form certain patterns in certain directions, the
results of which will allow generalizations and certain conclusions to be drawn.

Conclusion

A study based on the developed algorithm for analyzing patents using machine
learning in the Python programming language showed that if professions are currently
in demand in the labor market, and the technological trend based on patents in this area
has a promising or “breakthrough” development, then it is possible to do the conclusion
that specialists and skills in this area are needed now and in the future, their training is
important for the development of the economy.

[t should also be noted that the proposed algorithm allows you to quickly and
efficiently process large data on patents from open sources and build predictive regression
models of technological trends for various classes of patents.

The results will enable researchers, public authorities to explore future professions
and skills in the labor market; educational institutions to adjust training programs in
accordance with modern employers’ requirements and future skills; employers to make
decisions on the formation of new competencies in their field of activity, based on big
data analytics and the use of machine learning methods; carry out a comparative analysis
of in-demand vacancies in terms of quantitative and qualitative characteristics; for the
applicant to see the demand for vacancies in the labor market and the development of
new skills.
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