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AnHotauusa. B cratbe onpezesieHbl paBu/ia HaAX0XKIEHHSI MOPOTOBBIX 3HAYEHHUH [JisI OCHOBHBIX CETEBBIX
[IepeMEHHBIX, HCIOJIb3YEMBIX MJisi OGHAPYKEHHs CETEBBIX BTOPXKEHHH B YCJOBUSAX OrpaHMYEHHOH BBHIOOPKH
nanHbiX. TexHosorus sFlow omepupyet ¢ orpaHHueHHOH BEIGOPKOH MaKeTOB, NPUUYEM aHATU3UPOBATHCS MOXKET
ofuH naket u3 50, HO 3TO 3HaueHUe MoxkeT HoxomuTh U 10 5000. Hai ocHOBHOH BHIBOJ COCTOUT B TOM, UTO
NPOM3Be/IeHHEe TIOPOTOBOTO 3HAUEHHS U pa3pellleHHst BBIGOPKH OCTaeTCsl TOCTOSIHHON BelnunHOU. B paGoTe
ompelesieH pa3Mep MaKCHUMaJbHOTO paspelleHHs], IPH KOTOPOM aTaka C 3aJaHHBIM [IOPOrOM MOXKET OBITh
o6Hapy:xeHa. Ha ocHOBaHMH COOpaHHBIX BO BpeMsl dKCIepHMeHTa JaHHBIX OblJIO NPOBENEHO TECTHPOBaHUe
JIaHHOH rumotesbl. C yueTOM OIIMOKH IKCIEPUMEHTA 3Ta THIIOTe3a MOATBEPXKAAETCS.

KutoueBbie cjioBa: noporoBble 3HaueHus AJisi pacnosHanus DDoS arak, BeiGopka naHHbix sFlow, paHrosbie
pacripefiesieHHs B CETEBOH 6€30MacHOCTH

BaaromapHocTu: ABTOpH BblpaxKawT GsarogapHocTb CeBacTOMONbCKOMY [OCYIAPCTBEHHOMY YHHUBEPCHTETY
3a MOAIEpXKKY B pamkax mpoekra 42-01-09/253/2022-1.

Hdasg uutupoBanus: Sagatov E. S., Sukhov A. M., Azhmyakov V. V. Detection of sources of network
attacks based on the data sampling [Cacamos E. C., Cyxoe A. M., Axcmakos B. B. ObHapyxkeHuHe
MCTOUHUKOB CETEBBIX aTak Ha OCHOBe BbIOOpKH naHHbix| // MsBectuss CapatoBckoro yuusepcutera. Hosas
cepusi. Cepusi: MaremaTtnka. Mexaunka. Mudopmaruka. 2024. T. 24, un. 3. C. 452-462. https://doi.org/
10.18500/1816-9791-2024-24-3-452-462, EDN: OSEMWU
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Introduction

Despite the efforts made by law enforcement authorities and government regulators, online
incidents are still numerous, the losses that bring destructive actions are growing, and the
situation is similar in highly developed countries all over the world. Reliable protection of the
telecommunications structure and the data stored is the most important task for government
agencies and businesses. The fight against cybercrime makes even ideological opponents (like
Russia and the United States) enter into talks and agree on cooperation.

In the present work, an effort is made to study the threshold method for detecting the sources
of network attacks based on the data sampling. When conducting network attacks, a number
of network variables take values that are many times higher than their average ones [1]. The
developed approach involves finding the threshold values for the main network variables. If these
values are exceeded, it is possible to ascertain the beginning of a network attack.

The creation of a full-fledged network monitoring structure for intrusion prevention is rather
complicated, let alone too expensive. This is primarily due to the fact that the monitoring system
should ideally intercept and analyze every data packet, which greatly increases the requirements
for the computing power of the equipment. Such technologies from the very beginning tried to
reduce the amount of information processed; the first technology for collecting information about
NetFlow traffic was offered by Cisco in 1996 [2]. This technology involves storing information
about the flows, which greatly reduces the amount of information; all the packets are processed,
but the information is stored only about the connections (flows). Such a technology is oft-used in
intrusion protection systems.

Nevertheless, in the context of the exponential growth of traffic in the global network, the
equipment with NetFlow technology support is becoming more expensive, therefore, not everyone
can afford it. Thus, a new technology for monitoring sFlow traffic, whose distinguishing feature
is a selective analysis of traffic at the packet level, appeared [3]. This technology can analyze
one network packet out of tens, hundreds, and even thousands, which is set by the administrator
when the monitoring system is configured.

However, this way of monitoring, based on limited data sampling, raises a number of questions
about intrusion detection technologies, including the issue of finding the new threshold values
for network variables. This study implies the adaptation of intrusion detection and prevention
technologies for a new method of traffic monitoring, involving a selective packet analysis method.

The novelty of the research proposed is stipulated by the usage of a unified mathematical
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approach. This approach uses rank distributions for the statistical analysis. A number of important
network variables, generated by an external single IP address when accessing a given server or
local network, are to be identified. These variables include the frequency of accessing the web
server (on a given port), the number of active threads, the amount of incoming TCP, UDP, and
ICMP traffic, etc.

The experimental infrastructure allows measuring the values for the above network variables.
The rank distributions are built based on sFlow data; the rank distribution curves are expected
to lie lower (compared to when NetFlow data), depending on the sample resolution. The found
threshold values are to be experimentally tested while conducting network attacks using the most
common utilities widely applicable by attackers.

The article further includes an overview of attack detection techniques and the thresholding
method (Section 1); consideration of rank distributions and recognition of attacks and their
sources (Section 2); experiment to test the hypothesis about the threshold value (Section 3);
discussion of the results obtained (Section 4); conclusions.

1. Related works

It has been more than 20 years since Cisco NetFlow was patented; extensive research has been
conducted, and many applications have been developed. In the review [4], the authors considered
the current development in the research in this area, highlighting the main perspectives and
methodologies. The analysis showed that network security is a big part of such studies.

One of the first works that proposed a threshold approach to recognizing DDoS attacks was
the work presented at the Defense Advanced Research Projects Agency (DARPA) conference [5].
Since 2015, there has been a surge of interest in network attack detection models using threshold-
based algorithms. As stated in work [6], denial of service attacks (DoS) and distributed denial of
service attacks (DDoS) are becoming more and more frequent violations of the global Internet;
so, the authors proposed to improve the detection of distributed denial of service attacks based on
the fast entropy method using the streaming analysis.

The same authors continued their research in work [7]. This article proposes an efficient
statistical approach for attack detection based on the traffic characteristics and dynamic
thresholding algorithm (the latter is used because both network activity and user behavior
can change over time).

The increased rate of legitimate traffic flow and its similarity to the traffic flow during the
attack made the DDoS problem even more urgent. In work [8], it is proposed a distributed
intrusion detection system T-CAD, which calculates the normalized router entropy and compares
it with various thresholds to effectively distinguish between legitimate traffic, DDoS attacks,
and flash events. In the work [9], there is a review of the best-known anomaly-based intrusion
detection methods.

Most approaches, which are based on the training with the use of neural networks, have
a number of significant drawbacks. The main disadvantage is that when a new attack method
appears, it will take several hours or even days before the qualification signs of a new type of
attack are found; this time will be spent on collecting statistics and training.

In the field of network security, researchers have implemented various models to protect
networks; in particular, Snort, the foremost open-source intrusion detection and prevention system,
is one of them. Currently, intrusion detection system (IDS) is a growing technology in the field
of network security, and many researchers contribute to its development using rule-based and
anomaly-based methods. In work [10], the authors proposed a rule-based IDS with the new
efficient port scan detection rules (EPSDR). These rules are used to detect real-time network
naive port scanning attacks using Snort and the Basic Analysis Security Engine (BASE). BASE
is used to view Snort results on a font web page because Snort doesn’t have a graphical user
interface (GUI).

As is known, DDoS attacks are a common threat to network security, and traditional
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mitigation approaches have significant limitations in dealing with them. The work [11] reviews
the main traditional approaches to DDoS, identifies and discusses their limitations, and proposes
a software-defined network (SDN) model as a more flexible, efficient, and automated mitigation
solution. This study focuses on the networks belonging to Internet Service Providers (ISPs) by
the example of the implementation of SDN security in Verizon’s networks.

The work [12] presents an analysis of the most relevant types of attacks based on the
reflection and amplification of traffic. The methods, recommended for preventing such attacks, as
well as the existing methods of protection, are given. The advantages and disadvantages of these
methods are revealed. Further goals for the development of new methods of protection are set.

The SDN architecture has the potential to be used to modernize security and implement more
effective threat countermeasures inherent in traditional data network architecture. In work [13],
an overview of the SDN architecture and the OpenFlow protocol is given, an analysis of threats
and technologies for their neutralization for the SDN architecture and the OpenFlow protocol
are presented, and critical threats for those OpenFlow networks that may soon appear in the
Russian Federation are identified; in addition, the ways to counteract these threats are proposed.
According to Gartner (Technology Evolution Curve), SDN security technologies are at the peak
of inflated expectations.

2. Rank distributions and recognition of anomalous network states

The analysis of network processes on the Internet quite often relies on non-standard types of
distributions. In particular, many processes can be described using rank distributions. This type
of distribution was first applied in the field of network technologies by Steve Glassman [14] in
1994. He was able to describe the process of reserving Internet traffic on proxy servers. Since
then, the scope of rank distributions has gradually expanded to include the field of network
security.

Rank distributions involve ordering the values of the p value under study in descending order.
The sequence number of the value in the ordered list is called the rank i. With the help of rank
distributions, it has been explained the existence of threshold values for many network variables,
such as:
the total number of active flows on the router of the protected network segment;
the number of active flows that the external IP address generates;
the number of packets that the external IP address generates;
the amount of incoming TCP, UDP, and ICMP traffic from the external IP address;
the number of requests for a fixed internet service (DNS, NTP, SNMP, etc.).

Currently, the works [15, 16] that describe the use of rank distributions for practical
applications (including the field of network security) have been published.

As a rule, rank distributions are described by the Zipf law:

pi=1, (1)
where p; is the largest value under study, 7 is the rank, and « is the indicator of the degree of
distribution.

To detect an attack and identify its sources, two rank distributions are compared. The first of
these distributions is constructed at the time when the network is in its normal state. The second
distribution is built at the time of the attack. Previously, it was proposed to analyze the rank
distributions for the number of flows that a single IP address generates [1]. It was determined
that at the moment of attack, this value increases by at least an order of magnitude.

A graphical illustration of this attack detection method is shown in the diagram in Fig. 1.

The p'" value can be used as a threshold. All the values on the upper curve above the p"
threshold should be considered to be those reflecting the attack status of the network. Based
on these points, it is easy to identify the attack IP addresses, the traffic from which should be
blocked for a short period of time.
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100000 o Note that the values along the axes in
. the diagram, shown in Fig. 1, are plotted in
10000 v, a logarithmic format. In this case, the Zipf
EN distribution from (1) is a straight line
1000 - -
e lgp; =1 g 2
100 A'""*-;:\ DDoS attack gpi =1gp1 — algt. (2)
Normal state
of the network The algorithm for finding the threshold
10 e value is described in detail in the work [1].
e n Since p" is calculated from NetFlow data, it
! 1 10 100 1000 10000  can be assumed that the sampling resolution

(for this value) is N = 1.

The present work intends to generalize
the threshold value method for the case of
sampled traffic analysis. In the introduction (recalling the problem statement), it was said that a
complete analysis of all traffic is difficult due to the computational complexity of the problem and
the large amount of resources required. The novelty is that not the entire incoming traffic can
be analyzed but the limited sample of incoming traffic packets. Modern technologies involve the
analysis of a certain sample of packets, and the sampling rate N can vary and reach 1 packet out
of 5000 transmitted. In this case, the values of variables that exceed the threshold can also be
confidently fixed. Only small flows that do not affect the definition of attack IP addresses are to
be discarded. However, it is necessary to establish new threshold values p}?’, as well as find ways
to measure them using the data from a limited sample with the resolution of V.

The task is to find how the threshold value p}" will change, depending on the sampling rate
Ni. To do this, the threshold values p’,;" should be replaced with p”/N, since only one of NV
packets can be intercepted. Note again that the threshold value p*" is fixed for packet sampling
with Nk =1.

In logarithmic coordinates, the equation of the straight line, describing the rank distribution
for the sampling frequency N, is

Fig. 1. Threshold finding

lgpi =lgp1 —1g N — algi. (3)

This graph is parallel to the old line, but below it by lg V.
Of particular interest in the sampled traffic analysis is the problem of determining the limiting
sampling frequency Njim, at which the threshold value p'r can still be detected.
Figure 2 shows the graph illustrating
Pis how the new threshold is calculated under
conditions of limited data sampling. As
shown earlier, the new curve, describing the
rank distribution with the limiting sampling
frequency Ny, will be parallel to the old
[ | straight line but lg Ny, units lower.
3 In this case, the new threshold value

PI

;\};in pir . determined experimentally, will also
‘ fall below. The limit value for the resolution
P ! . will be determined by the formula
Nlim i
ptr
Fig. 2. Finding the limiting sampling frequency Ny, pir = N = 1. (4)
lim

If this fraction is less than 1, then the threshold value is less than the resolution limit value,
and such a threshold cannot be detected.
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3. Experiment to test the hypothesis

Theoretical studies on the determination of thresholds are to be further verified using
experimental tests. When testing, a secure local network, connected to the Internet, have to be
attacked from the external IP addresses using the most common attack tools. During an attack,
the values of the variables, used to detect the attacks, are to be recorded so that they can be
compared with theoretically found thresholds.

Thus, there is the relation to be experimentally verified:

piT Ny, = const, (5)

where pf" is the network value measured during the attack at the sampling frequency of Ny,
which will change during the experiment. At the same time, the intensity of the attack, set
during the experiment using the LOIC (Low Orbit Ion Cannon) utility, remains unchanged.

To conduct the experiment, a special experimental network complex, consisting of an Aruba
2930F switch, a honeypot as an attack target, and an sFlow agent, was created (Fig. 3). In this
case, when the sampled traffic analysis technology (available on the Aruba switch) is enabled, only
one of the N packets, passing through the switch, is transmitted to the device that aggregates
the information (this is the sFlow agent, where the traffic is collected and analyzed).

Local Network I
-

/ Honeypot
@',;— Internet = ——\\\s
| ] %%a §
o "'ﬁ?‘i Aruba zs-sN—]
Attacker

Firewall H
m
TSI

sFlow Agent

Fig. 3. Scheme of the network complex

This complex was installed in the global network, and all the devices received their public IP
addresses. During the preparation of the network complex for the experiment, it was necessary
to gain access to the local network in which the complex was located for control. To do this, the
provider was requested to have a static public IP address added to the allowed list of incoming
connections. Packet sampling on the switch was configured using the command

1 |sflow 1 sampling 24 100

This command uses the following options:

e | —the sFlow agent port;

e 24 — the port to analyze traffic from;

e 100 — the sampling parameter (1 packet out of 100).

Traffic aggregation on the sFlow agent was carried out using the sflowtool utility with the
command

| |sflowtool -p 6343 -J
In this command, 6343 is the port that receives traffic from the switch.

The training attack was carried out using the LOIC program, an open-source program
designed to carry out DoS attacks!. This program is the de facto standard for conducting

'Batishchev A. M. LOIC (Low Orbit Ion Cannon). 2004. Available at: http://sourceforge.net/projects/loic (accessed
February 18, 2023).
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intrusion testing and allows the carrying out of most types of existing attacks; moreover, it is
constantly improved, and new features are added.

To start the attack, configuration, which involves setting the target URL or IP address, attack
speed, method, port, number of flows, and waiting timeout, is required. After setting all the
necessary parameters, the attack can be launched with the “IMMA CHARGIN MAH LAZER”
button (to stop the attack, the same button is used).

The attack was repeated several times for different samples, while all the attack parameters,
entered in LOIC, were being saved. At the same time, the resolution for traffic on Aruba was
changing. The samples “1 out of 507, “1 out of 100", “1 out of 2007, “1 out of 500", and “1 out of
1000” were used; the traffic during the attack was recorded using the sFlow agent.

4. Analysis of the obtained results

During the attack, the sFlow agent collects traffic data in a JSON file. The information from
the file requires additional processing, structuring, and generalization for the analysis. To do
this, a script, which allows visual interpreting of the data using graphs, was written (the Python
programming language was used).

Figure 4 shows an example of the traffic data recorded by the sFlow agent and processed by
the script.

Traffic processing allows for determining the various characteristics of the data flow, coming
from a single external IP address, at any time during the experiment. For example, it is possible to
determine the number of received packets per second or the bit rate for incoming TCP/UDP traffic,
as well as build their dependence on time. The time dependence diagram for the downstream
packet rate By(t) for the sample “1 out of 50” is shown in Fig. 5.

The abscissa shows the time elapsed since the beginning of the experiment, and the ordinate
shows the rate of the downstream packet rate By (t) measured in the number of flows per second.

For comparison, the time dependence diagram for the downstream packet rate By (t) for the
sample “1 out of 200” is shown in Fig. 6.

The traffic data collected allow finding average values and their variations for network
parameters, as well as testing the hypothesis of a constant value for the ratio from (5). The data
processed is presented in the Table.

Table. Incoming traffic data

SI. No. Ni, By, (packets J(Bk) By - N, J(Bk) - N
per second)
1 50 44.50 6.02 2225 301
2 100 15.90 2.79 1590 279
3 200 9.77 2.33 1954 466
4 500 4.19 0.74 2095 370
) 1000 3.65 0.70 3650 700

The fifth column of the Table shows data the product of the downstream packet rate By (¢)
and the sample size Nj. Considering the measurement error from column 6, this ratio can be
considered constant. For a more visual demonstration of the constant ratio, there is a graph in
Fig. 7.

The abscissa is the sample size Ni, and the y-axis is the downstream packet rate By measured
in flows per second. The graph in Fig. 7 clearly shows that there is a straight line within the
two-fold mean-square error o(By) that is, the hypothesis (Section 3) was experimentally verified.
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"samplesInPacket":"6",
"samples":[{
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"inputPort™:"1",

xSecondsUTC":"1634213781",
altime":"2821-18-14T16:15:01+8488",
agramVersion”:"5",

ntSubId™:"@",

nt":"91.222,129.280",
ketSequencello”:"3689022",
UpTime":"3861563254",

ampleType tag":"@:1",
ampleType" : "FLOWSAMPLE",
ampleSequencello™:"9689728",
ourceld”:"@:2",
eanSkipCount™:"58",
amplePool™:"513989885",
ropEvents”:"393084",

"outputPort”:"2",
"elements":[{

"flowBlock tag":"@:1",
"flowSampleType™: "HEADER",
"headerProtocol™:"1",
"sampledPacketSize":"536",
"strippedBytes”:"4",
"headerlen”:"128",

"headerBytes":"08-21-5E-F@-2A-A8-52-54-0@-BA-FB-87-
g6-80-45-08-02-86-AD-95-08-08-40-11-53-22-58-DE-80-C8-
4A-DB-58-B69-13-C4-1B-14-81-F2-52-41-53-49-50-2F-32-2E-30
-28-34-30-33-20-46-6F-72-62-69-64-64-65-6E-08D-BA-56-69-
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BE-63-68-3D-7A-39-68-47-34-62-46-2D-32-38-38-35-32-31-38

-37-35-38-3B-72",

"dstMAC": "08215efB2aa8",
"srcMACT: "5254808bafB87",
"IPSize":"518",
"ip.tot_len":"518",
"srcIP":"91.222.128.2088",
"dstIP":"74.208.80.185",
"IPProtocol™:"17",

Fig. 4. Sample data for the captured traffic
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Fig. 5. Time dependence for the downstream packet rate By () “1 out of 50”
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Conclusions

This work defines the rules for finding threshold values for the main network variables used
to detect network intrusions under conditions of limited data sampling. Such variables include
the number of active flows and incoming TCP and UDP traffic generated by a single external IP
address.

The peculiarity of this solution is that the traffic analysis is performed using the sFlow
technology. This technology involves limited packet sampling, and its parameters can be changed
(1 packet out of 50 can be analyzed, but this value can reach 1000).

When working with incomplete data, it is important to solve the problem of measuring the
threshold values for variables, used for the network intrusion detection, and it was solved. Since
a small number of traffic packets was initially analyzed, the measured values changed too. The
main conclusion is that the product of threshold and sample resolution remains constant. Thus, it
is possible to link not only the NetFlow and sFlow data but also threshold values obtained at
different sample resolutions. In addition, this work defines the size of the maximum resolution, at
which an attack with a given threshold can be detected.

The theoretical research, focusing on the determination of thresholds, was experimentally
verified. Based on the obtained theoretical results, a security infrastructure, measuring the values
of the variables used for intrusion detection and comparing them with threshold values, was
developed.
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While testing, a local network, connected to the Internet, was subjected to DDoS attacks
from the external IP addresses using the most common attack tools. During the attack, the
values of the variables, used to detect the attacks, were fixed at different sample resolutions from
50 to 1000 (using 100, 200, and 500 as intermediate values).

During the experiment, the traffic from the attack addresses was recorded, and its average
value and standard deviation were found. Based on the data collected, the hypothesis of a constant
value of the product of the observed threshold value and the sample size was tested. Considering
the experimental error, this hypothesis was verified.

The novelty of this approach is that it is not the entire incoming traffic that is analyzed
but the limited sample of incoming traffic packets. At the same time, the values of variables,
that exceed the threshold, are also confidently fixed, and only small flows that do not affect the
selection of attack IP addresses are discarded. The formulated hypothesis established the new
threshold values, as well as the ways to measure them using the data from a limited sample of
packets.
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