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1. INTRODUCTION. MODEL OF THE HYBRID AUTOMATA

A hybrid automaton is a mathematical model of a hybrid system, where the switchings of a discrete control subsystem are modeled based on automata theory, and the motion of control objects with lumped parameters is based on Cauchy problems for ordinary differential equations [1–7].

\[ x(t) \rightarrow z(t) \rightarrow y(t) \]

Fig. 1. Structural scheme

We consider the input-output model of a dynamic system with time \( t \in \mathbb{R} \), a piecewise continuous input function \( x(t) \), \( x: \mathbb{R} \to X \subset \mathbb{R}^N \), an output function \( y(t) \), \( y: \mathbb{R} \to Y \) and a function \( z(t) \), \( z: \mathbb{R} \to Z \), characterizing the time variation of the state of a dynamic system (Fig. 1). The system contains discrete control elements and control objects with lumped parameters interacting with each other.
Respectively
\[
Z = S \times Z_c, \quad |S| < \infty, \quad Z_c \subseteq \mathbb{R}^{N_c}, \quad z = (s, z_c), \quad s \in S, \quad z_c \in Z_c, \quad (1)
\]
\[
Y = Y_d \times Y_c, \quad |Y_d| < \infty, \quad Y_c \subseteq \mathbb{R}^{N_y}, \quad y = (y_d, y_c), \quad y_d \in Y_d, \quad y_c \in Y_c.
\]

Here \( S \) is the finite set of states of the discrete subsystem, \( Y_d \) is the finite set of values of the discrete outputs, \( Z_c \) is the set of states of the continuous subsystem, \( Y_c \) is the set of values of the continuous outputs. The time evolution of a discrete control subsystem is characterized by a sequence of pairs of time intervals and the values of the states of the discrete subsystem that remain on them \( \{(0, t_1), (t_1, t_2), (t_2, t_3), \ldots, (t_j, t_{j+1}), s_j\} \). Therefore
\[
T = \{t_1, t_2, \ldots, t_j, t_{j+1}, \ldots\} \quad (2)
\]
is the sequence of switching times. The classic model of the hybrid automaton [1–7] is a tuple
\[
A_H = \langle Z, X, Y, z_0, R, f_p, f_r, f_c, f_o \rangle \quad (3)
\]
where \( z_0 = (s_0, z_{c0}) \in Z = S \times Z_c \) is the initial state of the system; \( R = \{(s_k, s_j)\} \subset S \times S \) is the set of arcs of the oriented graph \((S, R)\) which determines the possible transitions between the states of the discrete subsystem during its switching; \( f_p : \mathbb{R} \times X \times R \times Z_c \rightarrow \{0, 1\} \) is a predicate function that allows or prohibits switching of a discrete subsystem. For the sequence of switching times \((2)\) is true
\[
f_p(t_j, x|_{t_j}, (s_{j-1}, s_j), z_c|_{t_j-0}) = 1, \quad t_j \in T, \quad j = 1, 2, 3, \ldots \quad (4)
\]
Function \( f_r : \mathbb{R} \times X \times R \times Z_c \rightarrow Z_c \) is a function of updating initial conditions at discrete switching
\[
z_c|_{t_j+0} = f_r(t_j, x|_{t_j}, (s_{j-1}, s_j), z_c|_{t_j-0}), \quad j = 1, 2, 3, \ldots \quad (5)
\]
Function \( f_c : \mathbb{R} \times X \times S \times Z_c \rightarrow Z_c \) is a derivative function defining the right-hand sides of ordinary differential equations, which model the dynamics of a continuous subsystem over time intervals corresponding to persisting states of the discrete subsystem
\[
\dot{z}_c = f_c(t, x, s_0, z_c), \quad z_c(0) = z_{c0}, \quad t \in [0, t_1], \quad (\dot{\cdot}) = d(\cdot)/dt,
\]
\[
\dot{z}_c = f_c(t, x, s_j, z_c), \quad z_c(t_j) = z_c|_{t_j+0}, \quad t \in [t_j, t_{j+1}], \quad j = 1, 2, 3, \ldots \quad (6)
\]
Here \( z_c|_{t_j+0} \) and \( z_c|_{t_j-0}, j = 1, 2, 3, \ldots \) are connected by equation \((5)\).
Function \( f_0 : \mathbb{R} \times X \times S \times Z_c \rightarrow Y \) is an output function
\[
y = f_0(t, x, s_j, z_c), \quad j = 1, 2, 3, \ldots \quad (7)
\]
In order for the hybrid automaton to be deterministic, it is required that when \( t \geq 0 \) the predicate function \( f_p \) can take the value 1 on no more than one arc of the graph \((S, R)\), originating from the current state of the discrete subsystem. The hybrid automaton is effective software implemented on embedded computing systems. It is of interest to include this class of mathematical models of control objects with distributed parameters [8], and, accordingly, initial-boundary problems for partial differential equations, but with the possibility of efficient software implementation on embedded computing systems.
2. SPECIFICATION OF THE ORIGINAL MODEL

Depending on the specific type of predicate \( f_p \) and function \( f_c \), at the moment of time \( t_j \in T, \; j = 1, 2, 3, \ldots \) there can be either a single switch of the states of the discrete subsystem or a cascade of switching. However, the switching cascade is undesirable due to energy and structural constraints. We assume that switching cascades are excluded, and in (2)

\[
0 < t_1 < t_2 < \ldots < t_j < t_{j+1} < \ldots
\] (8)

We assume that the initial state of a dynamical system is an equilibrium state, from which the dynamical system is derived by varying the input vector function with time \( t \geq 0 \). Those

\[
x(t) = x_0 = \text{const}, \quad t < 0; \quad f_c(t, x_0, s_0, z_{c0}) = 0, \quad t \leq 0
\] (9)

Formally, the sequence of Cauchy problems (6) is equivalent to one Cauchy problem

\[
\dot{z}_c = f(t, x, z_c), \quad f(t, x, z_c) = \sum_{j=1,2,3,\ldots} (z_c|_{t_j+0} - z_c|_{t_j-0}) \delta(t - t_j) +
\]

\[
\begin{cases}
  f_c(t, x, s_0, z_c), & t \in [0, t_1], \\
  f_c(t, x, s, z_c), & t \in [t_j, t_{j+1}], \quad j = 1, 2, 3, \ldots
\end{cases}
\] (10)

\[
z_c(0) = z_{c0}
\] (11)

where \( \delta(t) \) is the Dirac impulse function. In (10) \( z_c|_{t_j+0} \) and \( z_c|_{t_j-0} \), \( j = 1, 2, 3, \ldots \) are related by equation (5). If the continuous dynamic subsystem contains some links with constant or variable positive lag periods, and \( \tau_{\text{max}} \) is the maximum lag time, the initial conditions (11) take the form

\[
z_c(t) = z_{c0}, \quad t \in [-\tau_{\text{max}}, 0].
\] (12)

The mathematical model of the hybrid automaton (1)–(7) or (1)–(5), (7), (8)–(10), (12) is the most feasible mathematical model in the MATLAB / Simulink / Stateflow dynamic system simulation software. MATLAB/ Simulink standard tools provide the generation of program code for the software implementation of this class of dynamic systems on embedded computing systems. For further, it is advisable to separate linear and nonlinear terms as a function of derivatives

\[
f_c(t, x, s, z_c) = Bx + Cz_c + \sum_{k=1}^{N_r} C_k^{(r)} z_c(t - \tau_k) + f_c^{(1)}(t, x, s, z_c),
\]

\[
f_c^{(1)} : \mathbb{R} \times X \times S \times Z_c \rightarrow Z_c,
\]

\[
B = \text{const} \in \mathbb{R}^{(N_{sc}, N_r)}, \quad C = \text{const} \in \mathbb{R}^{(N_{sc}, N_{sc})},
\]

\[
\tau_k = \text{const}, \quad 0 < \tau_k < \tau_{\text{max}}, \quad C_k^{(r)} = \text{const} \in \mathbb{R}^{(N_{sc}, N_{sc})}, \quad k = 1, N_r.
\] (13)

Accordingly, equation (10) takes the form

\[
\dot{z}_c = Bx + Cz_c + \sum_{k=1}^{N_r} C_k^{(r)} z_c(t - \tau_k) + f_1(t, x, z_c),
\] (14)

\[
f_1(t, x, z_c) = \sum_{j=1,2,3,\ldots} (z_c|_{t_j+0} - z_c|_{t_j-0}) \delta(t - t_j) +
\]

\[
\begin{cases}
  f_1^{(1)}(t, x, s_0, z_c), & t \in [0, t_1], \\
  f_1^{(1)}(t, x, s, z_c), & t \in [t_k, t_{k+1}], \quad k = 1, 2, 3, \ldots
\end{cases}
\] (15)

In (15) \( z_c|_{t_j+0} \) and \( z_c|_{t_j-0}, \; j = 1, 2, 3, \ldots \) are connected by the equation (6).
3. CONTROL OBJECTS WITH DISTRIBUTED PARAMETERS

A dynamic system can contain not only a discrete controlling subsystem and control objects with lumped parameters, but also control objects with distributed parameters, dynamically connected with them across the boundaries. It is a hybrid dynamical system (HDS) [9], and its model equations contain a system of ordinary differential equations and partial differential equations with corresponding initial conditions connected by means of boundary conditions and constraint’s conditions. In many cases that are important for applications from the point of view of the automatic control theory, objects with distributed parameters are linear and stationary. In this case, the considered non-linear HDS of a special type correspond to equations (1)–(5), (7)–(9), (15) and equations

\[
\dot{z}_c = Bx + Cz_c + Ah + \sum_{k=1}^{N_r} C_k^{(r)} z_c(t - \tau_k) + f_1(t, x, z_c), \quad h = \int_S L^{(H)} u dS,
\]

\[
\frac{\partial u}{\partial t} = L^{(F)}_1 u + L^{(F)}_2 x + L^{(F)}_3 z_c + L^{(F)}_4 z_c + L^{(F)}_5 f_2(t, x, z_c), \quad r \in \Omega,
\]

\[
(L^{(G)}_1 u + L^{(G)}_2 x + f_3^{(G)} z_c + L^{(G)}_4 f_3(t, x, z_c))|_{S} = 0, \quad S = \partial \Omega,
\]

\[
z_c(t) = z_{c_0}, \quad t \in [-\tau_{max}, 0]; \quad u(r, 0) = u_0(r).
\]

Here \(h(t), h: \mathbb{R} \to \mathbb{R}^{N_h}\) is the function characterizing the constraint’s conditions; \(A = \text{const} \in \mathbb{R}^{(N_y, N_h)}\),

\[
f_{j, 3}(t, x, z_c) = \begin{cases} f_{j, 3}^{(2)}(t, x, s_0, z_c), & t \in [0, t_1], \\ f_{j, 3}^{(2)}(t, x, s_j, z_c), & t \in [t_j, t_{j+1}], \end{cases} \quad j = 1, 2, 3, ...
\]

\(f_{1}^{(2)} : \mathbb{R} \times \mathbb{R}^{N_x} \times \mathbb{R} \times \mathbb{R}^{N_{se}} \to \mathbb{R}^{N_x}, f_{j}^{(3)} : \mathbb{R} \times \mathbb{R}^{N_x} \times \mathbb{R} \times \mathbb{R}^{N_{se}} \to \mathbb{R}^{N_x}\) are nonlinear functions that simulate the effects of switching in the discrete subsystem; \(r \in \Omega \subset \mathbb{R}^{N_r}\) are independent spatial coordinates of individual points of control objects with distributed parameters and their area; \(L^{(F)}_1, L^{(F)}_2, L^{(F)}_3, L^{(F)}_4, L^{(F)}_5, L^{(G)}_1, L^{(G)}_2, L^{(G)}_3, L^{(G)}_4, L^{(G)}_5, L^{(G)}_6 : \mathbb{R}^{N_r} \to \mathbb{R}^{N_x}\) are matrices that do not depend on time \(t\) (similar to [10]); \(L^{(F)}_j, L^{(G)}_j : (\mathbb{R}^{N_r} \to \mathbb{R}^{N_x}) \to (\mathbb{R}^{N_r} \to \mathbb{R}^{N_x})\) are linear unbounded operators which do not depend on time \(t\); \(L^{(G)}_j : (\mathbb{R}^{N_r} \to \mathbb{R}^{N_x}) \to (\mathbb{R}^{N_r} \to \mathbb{R}^{N_x})\) is a linear bounded or unbounded operator that does not depend on time \(t\); \(u = u(r, t), u : \mathbb{R}^{N_r} \times \mathbb{R} \to \mathbb{R}^{N_x}\). We assume that the initial conditions (17) correspond to the equilibrium state, i.e.

\[
x(t) = x_0 = \text{const}, \quad t < 0, \quad f_{k}^{(c)}(t, x_0, s_0, z_{c_0}) = f_{k}^{(c)}(0, x_0, s_0, z_{c_0}), \quad t = 0, \quad k = 1, 2, 3,
\]

\[
Bx_0 + \left( C + \sum_{k=1}^{N_r} C_k^{(r)} \right) z_{c_0} + Ah_0 + f_{1}^{(c)}(0, x_0, s_0, z_{c_0}) = 0, \quad h_0 = \int_S L^{(H)} u_0 dS,
\]

\[
(L^{(F)}_1 u_0 + L^{(F)}_2 x_0 + L^{(F)}_3 z_{c_0} + L^{(F)}_4 f_2(0, x_0, s_0, z_{c_0})). |_{S} = 0, \quad S = \partial \Omega.
\]
4. LINEARIZED SYSTEM TRANSFER FUNCTIONS

Consider (16) and (17) under the assumption \( z_{e0} = 0, \ u_0(r) = 0 \).

The one-sided direct and inverse integral Laplace transform in time \( t \) is

\[
\tilde{f}(\lambda) = \mathcal{L} [f(t)] = \int_0^\infty f(t) e^{-\lambda t} dt, \quad f(t) = \mathcal{L}^{-1}[\tilde{f}(\lambda)] = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \tilde{f}(\lambda) e^{\lambda t} d\lambda,
\]

(20)

Here \( \sigma_a \) is the abscissa of absolute convergence of the Laplace integral. Denote formally

\[
\tilde{f}_k(\lambda) = \mathcal{L} [f_k(t, x(t), z_c(t))], \quad k = 1, 2, 3.
\]

(21)

Under homogeneous initial conditions \( z_{e0} = 0, \ u_0(r) = 0 \) the equations (16), (17) after Laplace transform take the form

\[
\lambda \bar{z}_c = B \bar{x} + \left( C + \sum_{k=1}^{N_r} C_k^{(r)} e^{-\tau_k \lambda} \right) \bar{z}_c + A \bar{u} + \bar{f}_1,
\]

\[
\lambda \bar{u} = \mathcal{L}^{(F)} \bar{u} + L^2_{2} \bar{x} + (L^3_{3} + \lambda L^4_{4}) \bar{z}_c + L^5_{5} \bar{f}_2, \quad r \in \Omega,
\]

\[
(\mathcal{L}^{(G)} \bar{u} + L^2_{G} \bar{x} + L^3_{3} \bar{z}_c + L^4_{4} \bar{f}_3) \bigg|_S = 0, \quad S = \partial \Omega; \quad \tilde{h} = \int_S \mathcal{L}^{(H)} \bar{u} dS.
\]

(23)

From linearity (23) follows

\[
\tilde{h} = B_u(\lambda) \bar{x} + C_u(\lambda) \bar{z}_c + C_2(\lambda) \bar{f}_2 + C_3(\lambda) \bar{f}_3, \quad B_u(\lambda) = \bar{B}_u(\lambda), \quad C_{u,2,3}(\lambda) = \bar{C}_{u,2,3}(\lambda).
\]

(24)

Let be \( e^{(N)}_1 = (1, 0, 0, \ldots, 0)^T, \ e^{(N)}_2 = (0, 1, 0, \ldots, 1)^T, \ e^{(N)}_3 = (0, 0, 0, \ldots, 1)^T \).

From linearity (23), similarly to [10], linear boundary-value problems follow for finding separate columns of matrices \( B_u(\lambda), C_u(\lambda), C_2(\lambda), C_3(\lambda) \) with fixed values \( \lambda \)

\[
\lambda v = \mathcal{L}^{(F)} v + L^2_{2} e^{(N_e)}, \quad r \in \Omega, \quad (\mathcal{L}^{(G)} v + L^2_{G} e^{(N_e)}) \bigg|_S = 0, \quad j = 1, N_x,
\]

\[
B_u(\lambda)e_j^{(N_e)} = \int_S \mathcal{L}^{(H)} v dS, \quad j = 1, N_x,
\]

\[
\lambda v = \mathcal{L}^{(F)} v + (L^3_{3} + \lambda L^4_{4}) e^{(N_e)}, \quad r \in \Omega,
\]

\[
(\mathcal{L}^{(G)} v + L^3_{3} e^{(N_e)}) \bigg|_S = 0, \quad C_u(\lambda)e_j^{(N_e)} = \int_S \mathcal{L}^{(H)} v dS, \quad j = 1, N_x,
\]

\[
\lambda v = \mathcal{L}^{(F)} v, \quad r \in \Omega,
\]

\[
(\mathcal{L}^{(G)} v) \bigg|_S = 0, \quad C_2(\lambda)e_j^{(N_e)} = \int_S \mathcal{L}^{(H)} v dS, \quad j = 1, N_x,
\]

(25)

For small and medium values of \( \lambda \) linear boundary value problems (25) can be solved numerically. When \( |\lambda| \gg 1 \) they are asymptotic integration. Substituting (24) into (22) leads to the result

\[
\left[ \lambda E - C - \sum_{k=1}^{N_r} C_k^{(r)} e^{-\tau_k \lambda} - AC_u(\lambda) \right] \bar{z}_c = (B + AB_u(\lambda)) \bar{x} +
\]
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lyticity of the functions elements are perturbing quasi-polynomials of HDS. In \[10\] the conditions for the analysis and proved similarly. In particular, with sufficiently general assumptions, this is true for a number of typical mathematical models of control objects with distributed parameters (heat conduction and diffusion processes, damping and supporting layers of a viscous incompressible fluid, the dynamics of an elastic medium with a small but finite energy dissipation).

As a rule, for the most common mathematical models of control objects with distributed parameters

\[
\| B_u(\lambda) \| = \tilde{o}(|\lambda|), \quad \| C_u(\lambda) \| = \tilde{o}(|\lambda|), \quad \| C_2(\lambda) \| = \tilde{o}(|\lambda|), \quad \| C_3(\lambda) \| = \tilde{o}(|\lambda|),
\]

\[
\lambda \to \infty, \quad \Re \lambda > -|\lambda| \sin \alpha, \quad 0 < \alpha < \pi/2.
\]

**5. HYBRID AUTOMATA MODEL EXTENSION**

**Definition 1.** By the extended model of a hybrid automaton, we mean a mathematical model in which the switching dynamics of a discrete subsystem is modeled by equations (1)–(5), (7), (12), and the dynamics of a continuous subsystem is modeled by some integral or integro-differential equations.

**Lemma 1.** If the functions \( B_u(\lambda), C_u(\lambda), C_2(\lambda), C_3(\lambda) \) are analytic with \( |\lambda| \gg 1, \Re \lambda > -|\lambda| \sin \alpha, 0 < \alpha < \pi/2 \), and conditions (29) are satisfied, then under homogeneous initial conditions \( z_c = 0, u_0(r) = 0 \) the nonlinear HDS (16), (17) reduces to a nonlinear integral convolution type equation.

**Proof.** In this case

\[
\Phi(\lambda) \to 0, \quad \Phi_k(\lambda) \to 0, \quad k = 1, 2, 3, \quad \lambda \to \infty, \quad \Re \lambda > -|\lambda| \sin \alpha, \quad 0 < \alpha < \pi/2
\]
and transfer functions are analytical in domain (30). In this case, for \( t \neq 0 \) and sufficiently large \( \sigma \) the Mellin integral (20) for inversion of the Laplace transform converges, and there exist matrices of impulse transition functions

\[
F(t) = \mathcal{L}^{-1}[\Phi(\lambda)], \quad F_k(t) = \mathcal{L}^{-1}[\Phi_k(\lambda)],
\]

\[
\|F(t)\| < \infty, \quad \|F_k(t)\| < \infty, \quad 0 < t < \infty
\] (31)

\[
F(t) = F_k(t) \equiv 0, \quad t < 0, \quad k = 1, 2, 3
\]

wherein

\[
\lim_{t \to +0} F_1(t) = \lim_{\lambda \to \infty} \lambda \Phi(\lambda) = E, \quad \lim_{t \to +0} \int_0^t F(\xi) d\xi = \lim_{\lambda \to \infty} \lambda \Phi(\lambda) = 0,
\]

\[
\lim_{t \to +0} \int_0^t F_k(\xi) d\xi = \lim_{\lambda \to \infty} \lambda \Phi_k(\lambda) = 0, \quad k = 2, 3.
\] (32)

Reversing the integral Laplace transform in (27), we find

\[
z_c(t) = \int_0^t \left[ F(t - \xi) x(\xi) + \sum_{k=1}^3 F_k(t - \xi) f_k(\xi, x(\xi), z_c(\xi)) \right] d\xi.
\] (33)

Equation (33) is a non-linear integral equation of convolution type for the unknown function \( z_c(t) \).

When \( 0 < t \ll 1 \) and when \( t \gg 1 \) for the inversion of the integral Laplace transform in (31) approximate formulas can be obtained on the basis of its asymptotic properties. For medium values of \( t \) the inversion of the Laplace transform in (31) can be performed numerically.

**Lemma 2.** If the initial conditions (17) correspond to the equilibrium state, i.e. conditions (19) are fulfilled, functions \( B_u(\lambda), C_u(\lambda), C_2(\lambda), C_3(\lambda) \) are analytic with \( |\lambda| \gg 1 \), \( \Re \lambda > -|\lambda| \sin \alpha \), \( 0 < \alpha < \pi/2 \), and conditions (29) are satisfied, then nonlinear HDS (16), (17) reduces to a nonlinear integral convolution type equation.

**Proof.** Putting \( x^*(t) = x(t) - x_0 \), \( z_c^*(t) = z_c(t) - z_{c_0} \), \( u^*(r, t) = u(r, t) - u_0(r) \), \( h^*(t) = h(t) - h_0 \), \( f_k^*(t, x^*, z^*_c) = f_k(t, x_0 + x^*(t), z_{c_0} + z^*_c(t)) - f_k(0, x_0, z_{c_0}) \), we obtain a system of equations for quantities \( (\cdot)^* \), similar to (16) with homogeneous initial conditions, whence it follows \( z_c^*(t) = \int_0^t \left[ F(t - \xi)x^*(\xi) + \sum_{k=1}^3 f_k(t - \xi) f_k^*(\xi, x^*(\xi), z_c^*(\xi)) \right] d\xi \). We get

\[
z_c(t) = z_{c_0} + \int_0^t \left[ F(t - \xi)(x(\xi) - x_0) + \sum_{k=1}^3 F_k(t - \xi)[f_k(\xi, x(\xi), z_c(\xi)) - f_k(0, x_0, z_{c_0})] \right] d\xi
\] (34)

after returning to the original variables. \( \square \)

**Theorem 1.** If the initial conditions (17) correspond to the equilibrium state, i.e. conditions (19) are fulfilled, functions \( B_u(\lambda), C_u(\lambda), C_2(\lambda), C_3(\lambda) \) are analytic with \( |\lambda| \gg 1 \), \( \Re \lambda > -|\lambda| \sin \alpha \), \( 0 < \alpha < \pi/2 \), and conditions (29) are satisfied, then nonlinear special type HDS is isomorphic to an extended model of a hybrid automaton in which the dynamics of a continuous subsystem is modeled by a nonlinear integral convolution type equation.
Proof. On the basis of Lemmas 1 and 2 and using (15) and (33), we find

\[ z_c(t) = z_{c_0} + \int_0^t [F(t - \xi)(x(\xi) - x_0) + \sum_{k=1}^3 F_k(t - \xi)\{f_c^{(k)}(\xi, x(\xi), s_{d_0}, z_c(\xi)) - f_c^{(k)}(\xi, x_0, s_{d_0}, z_{c_0})]\} d\xi, \quad t \in [0, t_1], \]

\[ z_c(t) = z_{c_0} + \sum_{j=1}^m (z_{c1j+0} - z_{c1j-0})F_1(t - t_j) + \int_0^t [F(t - \xi)(x(\xi) - x_0) + \sum_{k=1}^3 F_k(t - \xi)[f_c^{(k)}(\xi, x(\xi), s_{d_m}, z_c(\xi)) - f_c^{(k)}(0, x_0, s_{d_0}, z_{c_0})]\} d\xi, \]

\[ t \in [t_m, t_m+1], \quad m = 1, 2, 3, \ldots, \quad t_m \in T. \]  \hspace{1cm} (35)

The extended model of the hybrid automaton corresponds to equations (1)-(5), (7), (12) and (35), where \( z_{c1j+0} \) and \( z_{c1j-0} \) are related by equation (5). \( \square \)

The generalized degree \( n \in \mathbb{R} \) of the characteristic quasi-polynomial \( D(\lambda) \) is determined from the condition [9,10]

\[ \lim_{\lambda \to \infty} \lambda^{-n}D(\lambda) = c_a, \quad 0 < |c_a| < \infty, \quad \lambda \to \infty, \quad \Re \lambda > \sigma_0, \quad \sigma_0 \in (-\infty, 0) \]  \hspace{1cm} (36)

When conditions (29) are fulfilled, \( n = N_{zc} \), and condition (36) is fulfilled in a wider domain \( \lambda \to \infty, \Re \lambda > -|\lambda| \sin \alpha, \quad 0 < \alpha < \pi/2. \)

The numerical solution of auxiliary linear boundary value problems (25) with \( |\lambda| < R, \quad R \gg 1, \Re \lambda > -\varepsilon, \quad 0 < \varepsilon \ll 1 \) is performed on the basis of the Galerkin projection method [10]. In the considered domain, the absence of singularities of functions \( B_u(\lambda), \quad C_u(\lambda), \quad C_2(\lambda), \quad C_3(\lambda) \) and, consequently, of the characteristic and perturbing quasi-polynomials \( D(\lambda), \quad Q(\lambda), \quad Q_1(\lambda), \quad Q_2(\lambda), \quad Q_3(\lambda) \) is verified numerically on the basis of principle of argument. The presence of singularities of the characteristic and perturbing quasi-polynomials when \( \Re \lambda > 0 \) means the instability of control objects with distributed parameters as such and requires a change in the parameters of the designed system. Further, we assume that the functions \( B_u(\lambda), \quad C_u(\lambda), \quad C_2(\lambda), \quad C_3(\lambda), \) and also \( D(\lambda), \quad Q(\lambda), \quad Q_1(\lambda), \quad Q_2(\lambda), \quad Q_3(\lambda) \) are analytic in domain \( \Re \lambda > \sigma_0, \quad \sigma_0 \in (-\infty, 0) \).

If the quasi-polynomial \( D(\lambda) \) is analytic with \( \Re \lambda > \sigma_0, \quad \sigma_0 \in (-\infty, 0) \) and is stable, that is, all its roots (zeros) lie strictly to the left of the imaginary axis \( \Re \lambda = 0 \), then according to the theorem on the stable quasi-polynomial [9]

\[ \Delta_{0 \leq \omega \leq \infty} \arg D(i\omega) = \frac{1}{2}\pi. \]  \hspace{1cm} (37)

When optimizing the frequency change step \( \omega \) (37) this is a “fast” algorithm for checking the stability of linearized HDS [9].

**Theorem 2.** If the initial conditions (17) correspond to the equilibrium state, the functions \( B_u(\lambda), \quad C_u(\lambda), \quad C_2(\lambda), \quad C_3(\lambda) \) are analytic with \( |\lambda| > 1, \Re \lambda > -|\lambda| \sin \alpha, \quad 0 < \alpha < \pi/2 \), conditions (29) are satisfied, and the characteristic quasi-polynomial \( D(\lambda) \) is stable, then the kernel of nonlinear integral equations of convolution type (35) decays exponentially.

**Proof.** By the conditions of the theorem, the characteristic quasi-polynomial \( D(\lambda) \) is analytic in domain \( \Re \lambda > \sigma_0, \quad \sigma_0 \in (-\infty, 0) \).
All the roots (zeros) of $D(\lambda)$ lie strictly to the left of the imaginary axis $\text{Re}\lambda = 0$. Consequently, all the singular points of the transfer functions (28) lie strictly to the left of the imaginary axis $\text{Re}\lambda = 0$. If conditions (29) are true, then from (30) it follows that the singular points of the transfer functions cannot be in the domain $\text{Re}\lambda > -|\lambda|\sin\alpha, 0 < \alpha < \pi/2, |\lambda| \gg 1$. In formulas (31) the path of integration in the Mellin integral (20) for inversion of the Laplace transform can be along a straight line $\text{Re}\lambda = -a, a > 0$. Further, it can be deformed into the contour $l(-) \cup l \cup l(+) \ (\text{Fig. 2})$, completely lying in the domain where the transfer functions are analytical. In particular,

$$F(t) = \frac{1}{2\pi i} \int_{l(-) \cup l \cup l(+)} \Phi(\lambda)e^{\lambda t}d\lambda, \quad l = \{\lambda = -a + i\omega, \ \omega \in [-R, R]\},$$

$$t(-) = \{\lambda = -a \pm iR \pm ie^{\pm i\beta}\xi, \ \xi \in [0, \infty)\}, \quad R \gg 1, \ 0 < \beta < \alpha < \pi/2, \ a > 0,$$

$$\int_{l(-)} \Phi(\lambda)e^{\lambda t}d\lambda = \frac{1}{t} \left[ \Phi(\lambda)e^{\lambda t}\right|_{\lambda=-a+iR}^{\lambda=-a-iR} - \int \Phi'(\lambda)e^{\lambda t}d\lambda \right] = \bar{o}(e^{-at}), \quad t \to \infty,$$

$$\int_{l(\pm)} \Phi(\lambda)e^{\lambda t}d\lambda \leq Me^{-at} \int_0^\infty e^{-\xi t\sin\beta}d\xi = \frac{M}{t \sin\beta}e^{-at} = \bar{o}(e^{-at}), \quad t \to \infty,$$

$$M = \max_{\xi \in [0, \infty)} |\Phi(-a \pm iR \pm ie^{\pm i\beta}\xi)| < \infty.$$

Those $F(t) = \bar{o}(e^{-at}), \ t \to \infty$, and similarly $F_k(t) = \bar{o}(e^{-at}), \ t \to \infty, \ k = 1, 2, 3, \ a > 0$. \hfill \Box

**Corollary 2.** Under the conditions of Theorem 2, the asymptotic complexity of the numerical implementation of the extended model of a hybrid automaton based on integral equations (35) has the same order as the asymptotic complexity of the numerical implementation of the model of a hybrid automaton based on Cauchy problems for ordinary differential equations (6).

**Remark 1.** The numerical integration of linear boundary value problems (25) and the numerical inversion of the integral Laplace transform in (31) can be performed on a sufficiently powerful computing system. Further numerical solution of integral equations (35) can be performed on the embedded computer system.
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Информатика
Рассмотрена расширенная модель гибридных автоматов для динамических систем, где наряду с дискретной управляющей подсистемой и объектами управления с сосредоточенными по пространству параметрами имеются объекты управления с распределенными по пространству параметрами (линейные и стационарные с точки зрения теории автоматического управления). Показана возможность программной реализации расширенной модели гибридных автоматов на встроенных вычислительных системах.
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