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In this paper we propose the algorithm for finding weights of feedforward artificial neural networks with one hidden layer to approximate

polynomial functions and its derivatives with a given error. We use the rational sigmoidal function as a transfer function.
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